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Plotting Vector Fields with a Personal Computer

DARKO KA.JFEZ, SENIOR MEMBER, IEEE, AND

JAMES A. GERALD, STUDENTMEMBER,IEEE

Abstract —A combkation of a personal computer and an x-y plotter is

utilized for generating high-quaMy graphical displays of vector fields. The

input data file must specify values of the vector field at a number of

equidistant points. Starting points of field lines are determined so that the

partial fluxes between any two adjacent field lines are made equal to each

other. The construction of the field lines proceeds in a two-step method,

utilizing the interpolated values of the field data.
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I. INTRODUCTION

A graphical display of electric and magnetic vector fields is

indispensable for understanding the operation of many micro-

wave devices. This short paper is concerned with the display of

vector fields only. Computer programs for plotting the equicon-

tours of scalar fields are already commercially available [1].

Examples of vector-field displays, generated by computer, can

be found in recent references [2]–[4]. These references demon-

strate that the smooth plots of vector fields can be obtained from

discretized numerical data. The same references also demonstrate

that a considerable initial programming effort is necessary and

that, as a rule, a mainframe computer is required for implementa-

tion.

A systematic approach to graphical displaying of vector fields

is possible if the program for computation of the field values is

separated from the program which generates the field plots. The

separation can be accomplished by requiring the field evaluation

program to create a file of the vector-field values at a set of

equidistant points, and then by devising a program which draws

the smooth lines between these points. Such a general-purpose

plotting program, reported in [5] and [6], was written for a

mainframe computer and, in addition, it required the use of a

large-size, general-purpose graphics software. Gradually, it was

realized that the same task can be accomplished with consider-

ably more modest equipment, such as a combination of a per-

sonal computer and an x – y plotter. Although ordinary monitor

displays on personal computers provide a ve~ limited resolution

(200 pixels vertically), the actual plotting accuracy is independent

of the screen resolution. Even the modest x – y plotters provide

an excellent resolution of 0.025 mm [7]. Therefore, the personal

computer can generate plots of a quality equal to those generated

by mainframe computers and related hardware.

An algorithm for plotting the field lines and a procedure for

selecting the starting points will be described, so that the density

of field lines becomes a measure of the intensity of the vector

field. The procedure is well suited for implementation on per-

sonal computers.

II. CONSTRUCTION OF FIELD LINES

The field lines are plotted in a plane, described in terms of

Cartesian coordinates x and y. In the case of an electric field,

the components are denoted EX and IV:

E(x, y) =2E. (x, Y)+}E, (x> Y). (1)

For time-harmonic fields, E is complex, and the instantaneous

(real) value of the field must be computed by taking the real part

of the expression E(x, y) exp (jot). Each component of the

vector field is assumed to be a quasi-linear function of position,

for instance,

E,(x, y)=clx+ c2y+c3+c4xy. (2)

The four coefficients Cl to Cd can be computed from the known

field values at the four corner points of an individual cell in a

grid of equidistant data points.

The inclination angle O of the field vector E is specified by

tan 8 = E,, /Er. (3)

Vector fields are represented by continuous field lines, also
called lines of force [8, p. 161]. The line of force is tangential to
the direction of the vector to be plotted. The differential equation
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for the field line is

dy/dx=tan O(x, y). (4)

The solution of (4) is the equation of the required field line:

y=y(x). (5)

A convenient two-step procedure for constructing the small

increment of a field line is illustrated in Fig. 1. Suppose the

starting point is PO. The value of the slope at this point is

denoted 0{1. First, a trial step of the length SI is made in the

direction 0(). The corresponding trial point is denoted Pa. At this

point, the slope value is O.. The average value of the two slopes is

0,, = (00+ od)/2. (6)

Starting again from the point PO, the second step is made in the

direction (3,,, using the same step length Sf,. The resulting point is

denoted P,,. Afterwards, Ph is used as a starting point, and the

same two-step procedure is repeated. The procedure resembles

the second-order Runge-Kutta method [9, eq. (6.15.15)]. It

can be shown that the algorithm accurately represents the

second-order term in the power expansion of the differential

equation (4).

It may be possible to further increase the accuracy of the

algorithm, at the expense of its simplicity. An alternative, and at

the same time graphically more pleasing, way of increasing the

accuracy of the field lines is to reduce the step size s~. It appears

that the compromise between satisfying accuracy and reasonable

execution times is obtained when St, is between l/40th and

l/80th of the diagonal of the total plot size. No numerical

instabilities have been observed when S1 was reduced to values

even ten times smaller.

The piecewise construction of the field lines is interrupted

when one of the stopping criteria is violated. The most obvious

reason for stopping is that the line has reached the boundary of

the area to be covered. Another reason is that the line has

completed a closed loop and returned to the starting point. A

third reason is that the field magnitude has dropped below a

prescribed level (say, 1 percent to 5 percent of the maximum
magnitude). Finally, the plotting of the field line should be

stopped when a singular point is approached (a point at which

the field magnitude tends to infinity).

III. SELECTION OF STARTING POINTS

Starting from any point in the plotting area, the algorithm

described in the previous section makes it possible to draw

continuous field lines. The starting points must be selected in a

systematic way, so that the density of the field lines becomes a

measure of the field strength in the region under consideration.

This can be achieved by ascertaining that all partial fluxes

between any two adjacent field lines are made equal to each

other.

Frg 2

A
o 1 ,

0 xl X2

Computmg the pos,t,on of starting points on the flux intercept

hne AB.

Fig. 2 displays the electric field of the TEII mode in a

rectangular waveguide. The bottom surface of the waveguide is

selected to coincide with the x coordinate. For the waveguide of

width a, the total flux of the electric field between points A and

B is

+=~”=owk (7)

This total flux must be divided into an integraf number of partiaf

fluxes. For instance, if the number of field lines starting from the

waveguide wall AB is M, then the partial flux should be

+
A+=—

M+l’
(8)

In order to find the first starting point xl, the value of xl must

be found such that

jX*EP(x)dx= A+. (9)
o

After determining position xl, an integration over the next

interval is performed to find point Xz, etc. A total of M starting

points are determined in this manner. The integrals are evaluated

numerically, by interpolating between the known data points

with the use of (2).

It can be seen that the intercept line on the bottom wall of the

rectangular waveguide in Fig. 2 provides the starting points for

only one half of the totaf number of field lines. When this figure

was plotted, another intercept line was placed on the top wall of

the waveguide, to furnish the starting points of the remaining

field lines.

All the electric field lines in Fig. 2 start perpendicularly from

the boundary lines (metaf walls in this case). The magnetic field

lines are of a different nature, typically forming closed loops, as

for instance in the TMll waveguide field shown in Fig. 3. The

starting points for plotting the magnetic field lines should be

again selected on a straight line which is perpendicular to field

lines. A convenient choice is a” flux intercept line” CD in Fig. 3.

In more complicated field distributions, several flux intercept

lines should be placed at different positions in the figure, in order

to intercept all possible field lines. Some a priori knowledge of

the field distribution is required for choosing the position of flux
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Fig 4 Discretlzed field preview used for selecting the flux intercept line.

intercept lines. Consequently, plotting of the field with a com-

puter must be performed in an interactive manner, so that certain

decisions are made only after some computations have been

completed and partial results graphically displayed on the com-

puter monitor. A convenient intermediate display of the field is

the discretized preview of the input data file. At the location of

each data point, a small arrow is drawn in the direction of the

field vector, as in Fig. 4, which is an actual 10X 10 data file used

to plot Fig. 3. In the interactive mode, it is convenient to enter

the position of the end points of the intercept lines with the

cursor keys which control the horizontal and vertical movement

on the screen.

IV. IMPLEMENTATION ON PERSONAL COMPUTER

The disk operating system (DOS) of the IBM personaf com-

puter comes with the BASICA language [10]. This language is

adequate for all the computations involved in generating the field

plots, and it also comprises convenient commands for the graphic

display on the computer monitor. The program described here

has been originally developed in this language. Later, it was

found that the execution speed can be greatly increased by using

a compiled Basic software, called QUICK BASIC [11]. Signifi-

cant increase in the speed of computation can further be achieved

with the use of the mathematical coprocessor chip 8087. The

recently released software TURBO BASIC [12] accomplishes this

I /
--- -.. .1 I

\
\

/ “),
\\/

,
Fig 5. Electrx field (solid lines) and magnetic field (dashed lines) of the

HEM12 mode m a shielded dielectric resonator.

goid very well while still being entirely compatible with the
BASICA language, including all graphics commands.

The program performs the following operations: it provides the
discretized preview of the field in order to allow the selection of
the flux intercept lines, it displays the field lines on the monitor,
and it plots the field lines on the x – y plotter.

Fig. 5 shows the electric and magnetic fields of the HEMl~
mode in a shielded dielectric resonator. The field values have
been computed by the finite integration technique (FIT) on a
grid of 17 x 14 points. These data were provided by courtesy of J.
Lebaric. Since the field is rotationally symmetric, only one half of
the cross section is shown.

~. SUMMARY

Quality plotting of electric and magnetic field lines used to be
restricted to the mainframe computers and associated graphics
hardware. Nowadays, the numerical solution of practical electro-
magnetic boundary value problems still requires the use of the
mainframe computer. However, the resulting data file for the
field distribution can be conveniently studied on the screen of a
small personal computer, and eventually plotted, with great pre-
cision, on a relatively inexpensive x – y plotter. The software
which allows such an interactive display and plotting has been
devised using the principles presented in this short paper.
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Fig, 1. Transverse section of the coupled microstnp lines.

Design of Coupled Microstrip Lines by

Optimization Methods

STANISLAW ROSLONIEC

Abstract — The design of two coupled microstrip lines is converted into

an optimization problem, which is then solved by two methods of nonlinear

mathematical programming. New formulas for calculating the first ap-

proximation of the sohstiou,i.e., the starting point of the optimization, are
given.

I. INTRODUCTION

The design of two parallel coupled microstrip lines has been

extensively studied in the literature (see e.g. [1]–[9]). The for-

mulas given in [7] and [8] are most useful for accuracy reasons.

They make it possible to calculate the line impedances 2., and

ZOO provided the geometric dimensions and the permittivity of

the dielectric substrate are given. In practice, the reverse problem

is usually solved, which is equivalent to the problem of solving

two nonlinear equations with strip width and slot width as

variables. An algorithm for solving this set of equations should

be reliable, accurate, and quickly convergent. In this paper the

design problem of two coupled microstrip lines is converted into

an optimization problem, which is then solved by two methods of

nonlinear mathematical programming, applied subsequently when

approaching the solution. New formulas for calculating the first

approximation of the solution being sought, i.e., the starting

point for the optimization, are given. Properties of the design

algorithm are illustrated by calculated results.

II. THE DESIGN ALGOWTHM

A transverse section of the coupled lines being considered is

shown in Fig. 1. If u = w/h and g = s/h, the characteristic

impedances ZOC and ZOOof these lines can be expressed as

zoe=F1(u, g,er)

zoo= F2(u, g,6r) (1)

where F1 and Fz are relations given in the papers cited above,

e.g., [7]. The problem of designing two coupled microstrip lines
for given impedances 2.., ZOO and permittivity 6, of a dielectric

substrate consists of determination of the values u~ and g~

F,(u., g., cr)-zoe=o

l?, (u~,g~,fr)-zoo=o. (2)
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Fig. 2. Diagram of the search process

It can easily be seen that solution of (2) is equivalent to finding
a global minimum of the following function:

u(u, g,cr)=[q(t4, g>~r )-zoJ2+[F2(u, g,6r)-zoo]2.

(3)

From (2) it is evident that function (3) reaches its global

minimum equal to zero at the point being sought (us, g~ ).

According to (3) the problem being considered can be written in

the form

min U(u, g,~,)
(u, g)c D

(4)

where D is the set of values of u and g possible from the

point of view of the construction. The above-formulated mini-

mization problem has been solved by various methods of

nonlinear mathematical programming, i.e., the steepest descent,

Fletcher-Reeves, and Davidon-Fletcher-Powell methods [10].

From the performed analysis it is seen that the best results, in

the sense of the criterion given earlier, ate ensured by the

Davidon–Fletcher– Powell method and the direct nongradient

search. In the prepared subroutine, entitled “coupled lines” (see

next page), the direct search is conducted at six points lying on a

circle (Fig. 2) with radius hfl /2 [9]. Function (3) takes its

minimal value, while searching in direction Xn with the step h ~,

at point x,,, which is the center of this circle. This nongradient

method is additionally used when U( u, g, c,) <3. The search

terminates if U( u, g, c,) < ZOe. ZOO/10000, which ensures a

relative approximation accuracy not worse than 1 percent for the

impedances.

The reasonable choice of the first approximation, i.e., the

starting point for optimization, significantly affects the compu-

tation time. In the coupled lines subroutine, the first approxi-

mation is found according to the formula [9]

UO=lF3( ZO, C,) OFd(k)l

go=lq(zo, ~r)”q(k, c,)l (5)
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